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PRELIMINARY 

 

We offer a fresh analysis of the effect of state and federal minimum wages on earnings 
inequality over 1979 to 2007, exploiting substantially longer state-level wage panels than were 
available to earlier analyses as well as a proliferation of recent state minimum wage laws. We 
obtain identification using cross-state and over-time variation in the ‘bite’ of federal and 
applicable state minimum wages, as per influential studies by Lee (1999) and Teulings (2000, 
2003). Distinct from this work, we use statutory minimum wages as instrumental variables for 
the bite of the minimum wage, thereby purging simultaneity bias stemming from errors-in-
variables, which we hypothesize causes upward bias in prior OLS estimates. As with previous 
analyses, we find that the minimum wage reduces inequality in the lower tail of the wage 
distribution, though by a smaller extent than as suggested by earlier OLS models. Models 
purged of simultaneity bias indicate that the minimum wage explains at most 50% of the rapid 
rise in female inequality during the 1980s, one-quarter of the rise in male inequality, and a 30-
40% of the more modest rise in subsequent years. These impacts are still larger than would be 
implied by a simple mechanical application of the minimum to the distribution, suggesting 
spillovers onto percentiles above those directly affected by the minimum. We identify these 
spillovers by structurally estimating the latent wage distribution, calculating the mechanical 
effect of the minimum wage through truncation, and inferring spillovers by comparison of the 
mechanical and observed distributions. Spillovers account for a substantial amount of the 
minimum’s modest impact on percentiles in the lower tail of the wage distribution, though the 
contribution of spillovers depends on the year that is considered. Our ongoing work probes 
these findings using a quantile instrumental variables estimator. 
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Introduction 

While economists have vigorously debated the effect of the minimum wage on employment 

levels for at least six decades (cf. Stigler, 1946), its contribution to the evolution of earnings 

inequality—that is, the shape of the earnings distribution—was largely overlooked prior to the 

seminal 1996 contribution of DiNardo, Fortin and Lemieux (DFL hereafter). Using kernel density 

techniques, DFL produced overwhelming visual evidence that the minimum wage substantially 

‘held up’ the lower tail of the US earnings distribution in 1979, yielding a pronounced spike in 

hourly earnings at the nominal minimum value, particularly for females. By 1988, however, this 

spike had virtually disappeared. Simultaneously, the inequality of hourly earnings increased 

markedly in both the upper and lower halves of the wage distribution. Most relevant to this 

paper, the female 10/50 (‘lower tail’) log hourly earnings ratio expanded by 23 log points (two 

thirds) between 1979 and 1988, while male and pooled-gender 10/50 ratios grew by 5.7 and 

10.5 log points in the same interval (Table 1). To assess the causes of this rise, DFL constructed 

counterfactual wage distributions that potentially account for the impact of changing worker 

characteristics, labor demand, union penetration, and minimum wages on the shape of the 

wage distribution. Comparing counterfactual with observed wage densities, DFL conclude that 

the erosion of the federal minimum wage—which declined in real terms by 30 log points 

between 1979 and 1988—was the predominant cause of rising lower tail inequality between 

1979 and 1988, explaining two-thirds of the growth of the 10/50 for both males and females.1

Though striking, a well-understood limitation of the DFL findings is that the counterfactual 

wage distributions derive exclusively from reweighting of observed wage densities rather than 

controlled comparisons. As such, the DFL exercise is closer in spirit to simulation than inference. 

Cognizant of this limitation, DFL highlight in their conclusion that the expansion of lower tail 

inequality during 1979 to 1988 was noticeably more pronounced in ‘low-wage’ than ‘high-wage 

states,’ consistent with the hypothesis that the falling federal minimum caused a differential 

increase in lower tail equality in states where the minimum wage was initially more binding. 

  

                                                        

1 DFL attribute 62 percent of the growth of the female 10/50 and 65 percent of the growth of the male 10/50 to 
the declining value of the minimum wage (Table III). 
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Building on this observation, Lee (1999) exploits cross-state variation in the gap between state 

median wages and the applicable federal or state minimum wage (the ‘effective minimum’) to 

estimate what the share of the observed rise wage inequality during 1979 through 1991 was 

due to the falling minimum rather than changes in underlying (‘latent’) wage inequality. 

Amplifying the conclusions of DFL, Lee estimates that more than the entire rise of lower tail 

earnings inequality between 1979 and 1989 was due to the falling federal minimum wage; had 

the minimum been constant throughout this period, observed wage inequality would have 

fallen.2

These influential findings present a number of puzzles. First, the rise in lower tail inequality 

during the 1980s was accompanied by an equally pronounced increase in dispersion in the 

upper-half (90/50) of the distribution (Figure 1B), an area where the minimum is unlikely to be 

relevant. Though the contemporaneous rises in upper and lower tail inequality need not have 

identical causes, it would be surprising if they had no causes in common. Second, at no time 

between 1979 and 2007 were more than six percent of male hours paid at or below the federal 

(or applicable state) minimum wage (Table 1). If the falling minimum wage explains the bulk of 

the rise in male wage lower-tail inequality, this implies extremely large spillovers from the 

minimum wage to non-covered workers. Finally, the Lee analysis uncovers, and scrupulously 

reports, a number of puzzling results that cast some doubt on the validity of the exercise. Most 

surprisingly, the main estimates imply that the declining federal minimum wage substantially 

reduced the growth of upper-tail inequality in both the male and pooled-gender wage 

distributions during 1979 to 1991, a finding that appears implausible on a priori grounds.

  

3

Spurred by these puzzles, we offer a fresh analysis of the impact of state and federal 

minimum wages on the shape of the US earnings distribution. Our work benefits from 

substantially longer state-level wage panels than were available to earlier studies, and from a 

  

                                                        

2 Using cross-region rather than cross-state variation in the ‘bindingness’ of minimum wages, Teulings (2000 and 
2003) reaches similar conclusions. See also Mishel, Bernstein and Allegretto (2006, chapter 3) for an assessment of 
the minimum wage’s effect on wage inequality.  
3 See Lee (1999) Table II. The large, positive and highly significant coefficients in this table imply that a 1 log point 
in the effective minimum wage (defined as the difference between the log state minimum wage and the log state 
median wage), reduces male and pooled-gender 90/50 log wage inequality by 0.16 to 0.44 log points.  
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proliferation of state minimum wage laws enacted after 2000 that generate usable state 

variation in wage floors.4 Our statistical approach follows closely the model of Lee and Teulings; 

we obtain identification by using cross-state and over-time variation in the ‘bindingness’ of 

federal and applicable state minimum wages. The main advance of our approach is in 

estimation. Because the impact of the minimum wage will in part depend upon where in the 

wage distribution the statutory minimum falls, it is necessary to scale the statutory minimum by 

some measure of expected ‘bindingness.’ Lee (1999) proposes a natural scaling: the gap 

between the log state minimum and log state median wage, which Lee labels the ‘effective 

minimum.’ This approach introduces a potential confound, however, which is that the median 

wage appears on both sides of the estimating equation (in the effective minimum wage and in 

the 10/50 earnings ratio, and other inequality metrics). This is problematic inasmuch as 

sampling variation in the median wage measure may generate simultaneity bias in OLS models 

that leads to inflated estimates of the effect of the minimum on state wage distributions.5

In this paper, we apply the canonical (Durbin, 1954) technique to purge simultaneity bias 

induced by errors-in-variables: we instrument the error-ridden effective minimum wage 

variable with two sets of instruments. Our first IV strategy is to instrument the ‘effective 

minimum wage’ (equal to the state minimum wage minus the state median wage) using the 

statutory minimum wage in each state and year. This approach, first used by Card, Katz and 

Krueger (1993) in their reanalysis of the employment effects of minimum wage laws, fixes 

simultaneity bias so long as the statutory minimum wage is exogenous. The second is split-

sample instrumental variables (SSIV). Specifically, we use half of the sample (randomly chosen) 

to compute the effective minimum and wage percentiles, and using the other half to form a 

second estimate of the effective minimum wage.  For purposes of comparison to these 2SLS 

estimates, we also replicate Lee’s (1999) OLS models and extend them to 2007. 

 

Cognizant of the possibility of simultaneity bias, Lee takes a number of steps to minimize its 

impact. These steps do not appear to fully resolve the problem, as we show below. 

                                                        

4 As of 2007, 30 states had established state minimum wages that exceeded the federal level (Table 1). 
5 This problem is exacerbated when state fixed effects are included as more of the remaining variation in the 
effective minimum wage is the result of sampling variation. 
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Our main results are as follows. In partial confirmation of prior work, we find that the 

minimum wage significantly affects the shape of the US wage distribution during the 1980s, 

particularly for females. However, simultaneity bias causes OLS estimates to overestimate the 

contribution of the minimum wage to inequality. This problem is most severe for the male and 

pooled-gender wage distributions, but is also pronounced for the female distribution.6

The modest effects of the minimum on inequality that we identify may arise through two 

channels: a direct (mechanical) impact whereby wages below the minimum are increased;

 During 

the period of 1979 through 1988, when the erosion of the minimum wage was most rapid, OLS 

estimates suggest that latent wage inequality was mostly unchanged during 1979 to 1988 or 

increased modestly. By contrast, 2SLS models indicate that the minimum wage explains around 

50% of the substantial increase in female inequality during this period, 20% of the increase for 

males, and 40% of the increase for the pooled gender distribution. Graphical comparisons of 

OLS and 2SLS estimates reinforce the conclusion that OLS estimates are unlikely to be reliable. 

To benchmark the applicability of these findings outside of the closely studied period of 

1979 through 1988, we also calculate the contribution of the minimum wage to inequality 

during 1998 to 2007. During this time, the employment-weighted average of state minimum 

wages fell by 10.6 log points. 2SLS estimates indicate that the falling minimum contributed 

modestly to male, female, and pooled-gender wage inequality during both periods. By contrast, 

OLS models generally suggest that the declining minimum either masked compressions of 

(latent) inequality or that latent growth in inequality was not as great as suggested by 2SLS 

estimates—a result that likely derives from simultaneity bias.  

7

                                                        

6 The problem is likely more severe for the male and the pooled distributions because the minimum wage is largely 
non-binding in these samples, so identification of OLS models is primarily driven by simultaneity bias rather than 
statutory variation in the minimum wage.  
7 We assume no disemployment effects at the modest minimum wage levels mandated in the US, an assumption 
that is supported by a large recent literature.  

 and 

an indirect (spillover) effect whereby earnings above the minimum are also pushed upward 

(due perhaps to incentive or equity considerations). While our 2SLS models capture the net of 

these two effects, it is also of interest to analyze their separate contributions since any usable 
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forecast of the effect of the minimum on wage inequality must account for spillovers (if 

present). Identifying these spillovers requires an empirical model of the full latent distribution 

of wages (or at least its lower tail), purged of both direct and indirect minimum wage effects. 

We model each state’s latent wage distribution as log-normal. We estimate the parameters of 

these distributions using wage observations from higher percentiles of the distribution, where 

the minimum wage is unlikely to be relevant. We then calculate the mechanical impact of the 

minimum wage by truncating the lower tail of the (estimated) latent distribution, and we infer 

spillovers by comparing the ‘mechanical’ distribution with the observed distribution.  

Though the minimum wage had only a modest effect on inequality over 1979 to 2007, 

spillovers were a significant component of this impact. At its highest level (in 1979), the 

minimum wage mechanically raised the 10th percentiles of the female distribution by 20 log 

points, and spillovers raised percentiles by an additional 2 log points. Both the direct and 

spillover effects were considerably smaller for males and for the pooled distribution. As the real 

minimum eroded between 1979 and 2007, the direct impact of the minimum wage on 

observed 50/10 inequality fell substantially, so that by the mid-2000s, the majority of the 

observed minimum wage effect on the 50/10 was due to spillovers of the minimum wage onto 

percentiles above where it bound.  

A drawback of these spillover estimates is that they may be in part be driven by 

measurement error in wage reporting rather true wage spillovers. In particular, if a subset of 

workers that are paid the minimum wage tends to report wage values that are modestly above 

or below the true minimum—and if the central tendency of this reporting error moves in 

tandem with the minimum wage—this may create the appearance of spillovers where none are 

present. Thus, despite the apparent existence of substantial spillovers in the measured wage 

distribution, we are not at present able to firmly conclude that spillovers are a significant 

feature of the true wage distribution—though they are a feature of the measured one.  Our 

ongoing work attempts to benchmark the likely impact of measurement error on the extent of 

apparent spillovers using a number of modeling and calibration techniques.  

The remainder of the paper proceeds as follows. Section I describes the data and presents 

simple, reduced-form estimates of the relationship between the statutory minimum wage and 
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inequality throughout the distribution. Section II presents more fully parameterized models 

that, like Lee (1999), explicitly account for the bite of the minimum wage in estimating its effect 

on the wage distribution. This section compares parameterized OLS and 2SLS models, and 

documents the pitfalls that arise in the OLS estimation. Section III summarizes two sets of 

counterfactual exercises. The first exercises, following Lee, uses point estimates from the main 

regression models to calculate counterfactual changes in wage inequality holding the real 

minimum wage constant. The second analysis uses parametric estimates of the latent wage 

distribution to provide a full accounting of mechanical and spillover effects. The final section 

concludes. 

I. Change in the federal minimum wage and variation in state minimum wages 

The Federal minimum wage remained constant in nominal terms over the nine-year period 

between 1981 and 1990. Similarly, the Federal minimum wage remained at $5.15 between 

September 1997 and July 2007, and by July 2007, the real value of the Federal minimum was 

lower than it had been at any point in the past fifty years (Figure 1). The difference between the 

two periods is that by the late 1980s, only 15 states minimum wages exceeded the federal 

minimum wage; by 2007, 30 state minimum wages did. As a result, the average real value of 

the minimum wage applicable to workers in 2007 was not much lower than it was in 1997, and 

was significantly higher than if states had not enacted their own minimum wages. Appendix 

Table 1 illustrates the extent of state minimum wage variation between 1979 and 2007. 

We use these differences in minimum wages across states and over time as one source of 

variation for identifying the impact of the minimum wage on the wage distribution. As an 

additional form of variation, we use the notion that the wage distribution of lower wage states 

should be more affected for a given value of the real minimum wage. Table 1 provides 

examples of this. For each year, there is significant variation in the percentile of the state wage 

distribution where the state or federal minimum wage “binds.” For instance, in 1979 the 

minimum wage was equal to the 3rd percentile of the female wage distribution in Nevada, equal 

to the 31st percentile in Mississippi, and the median percentile at which it bound, across all 
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states, was around the 12th percentile. In 1979, this variation in the “bite” or “bindingness” of 

the minimum wage is due mainly to cross-state differences in wage levels, since only Alaska had 

a state minimum wage that exceeded the federal minimum. In later years—particularly 2000 

and after—this variation is also due to differences in the value of state minimum wages. 

A. Sample and variable construction 

Our analysis uses the percentiles of states’ annual wage distributions as the primary 

outcomes of interest. We form these by pooling all individual responses from the Current 

Population Survey Merged Outgoing Rotation Group (CPS MORG) for each year. An individual’s 

wage is taken to be his reported hourly wage, if the individual reports being paid by the hour, 

and is otherwise calculated as weekly earnings divided by weekly hours worked. We limit the 

sample to individuals age 18 through 64, and we multiply top-coded values by 1.5. We exclude 

self-employed individuals and those with wages imputed by the BLS. We make no adjustment 

for individuals with particularly low wages (i.e. sub-minimum wages). We then take these 

individual wage data and calculate all percentiles of the male, female, and pooled state wage 

distributions for 1979-2007, weighting individual observations by their CPS sampling weight 

multiplied by their weekly hours worked.  

Our primary analysis is at the state-year level. However, minimum wages often change 

during the middle of a year. We resolve this by assigning the value of the minimum wage that 

was in effect the longest throughout the calendar year to the state-year observation. For those 

states and years in which a different minimum wage was in effect for six months in the year, 

the maximum of the two is used. Alternatively, we have tried assigning the maximum of the 

minimum wage within a year as the applicable minimum wage, and this leaves our conclusions 

unchanged.  
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II. Parametric estimation of minimum wage effects on the wage distribution 

A. Justification of primary empirical specification 

To properly make inference about the impact of the minimum wage at all percentiles of the 

wage distribution, we are interested in estimating specifications for which the impact of the 

minimum wage is a function of not only the real value of the minimum wage, but is also a 

function of the overall shape or location of the wage distribution. One way to do this is to scale 

the minimum wage by some measure of the general level of wages.  Lee (1999) estimated 

minimum wage effects in this spirit, and used the log of the minimum relative to the median as 

his measure of the ‘bite’ of the minimum wage. We will also use this measure and refer to it as 

the effective minimum. 

Use of the effective minimum can be justified in the following way, which fleshes out the 

arguments used by Lee (1999).  Denote by  the log wage in state s at time t for percentile 

p in the absence of the minimum wage—call this the latent wage distribution.  With a minimum 

wage, denoted in log form by , the actual log wage at percentile p, which we will denote by 

( )stw p  will deviate from the latent distribution for at least some percentiles.  If, for example, 

the minimum wage had no effect on employment rates, and no spillovers then we would have 

the relationship: 

  (1)  

However, if there are spillovers or some employment effects, then the minimum wage will 

have an effect on percentiles above where it binds (see Lee, 1999, for more discussion of these 

arguments, or Teulings, 2000, for an explicit supply and demand model with this feature).  So, 

let us generalize (1) to the form: 

  (2)  

What are plausible restrictions on the function ?  We would expect it to be increasing 

in both its arguments and that it also satisfies a homogeneity property—that if the latent 
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percentile and the minimum wages both rise in the same proportion, the actual percentile also 

rises in that proportion.  As the model is expressed in logs this restriction can be written as: 

  (3)  

Now set  and applying (3) to (2) we have that:  

  (4)  

i.e. that the deviation of the actual percentile from the latent percentile depends on the gap 

between the minimum and the latent percentile.  What are the plausible restrictions on the 

function ?  We would expect it to be positive everywhere (otherwise the minimum wage 

would reduce wages at some percentiles) and to have a positive first derivative.  In addition, if 

the minimum wage is very low (or non-existent) we would expect the actual percentile to be 

very close to the latent percentile so that we have .  On the other hand, if the 

minimum wage gets very high we would expect the actual percentile to be very close to the 

minimum wage so that we have .  Graphically, we might expect that the 

relationship between deviations of the actual from the latent percentile and the difference 

between the minimum wage and the latent percentile looks something like that presented in 

Figure 2. In this figure, the x-axis plots the difference between the minimum and the latent 

value of percentile p. The y-axis plots the difference between the observed and latent values of 

percentile p. For low values of the minimum wage relative to the latent percentile, the 

minimum wage has no effect on the wage distribution so the observed value of the percentile is 

the latent value. For percentiles for which the minimum wage exceeds the latent percentile, the 

observed percentile will be equal to the minimum wage.  

This discussion should make it clear that non-linearity is likely to be an important feature of  

(4) so that some thought needs to be given to the functional form of the estimating equation.  

In what follows, our main specification uses a quadratic approximation (as does Lee, 1999), and 

we approximate (4) by:  

  
  

 

(5)  
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However, it should be noted that a quadratic cannot have a shape similar to that drawn in 

Figure 2 over the whole of its range so that we have to exercise caution in estimating minimum 

wage effects outside the observed sample.  In particular, this specification cannot be used for 

an assessment of what the distribution of wages would be like if there was no minimum wage. 

To make (5) into an estimable equation wage we need to put some additional structure on 

the form taken by the latent wage distribution.  We follow Lee (1999) in assuming that the 

latent wage distribution can be summarized by 2 parameters – the median and the variance – 

so that we can write: 

  (6)  

We have the normalization  so that  is the median log wage in state s at 

time t.  Plugging (6) into (5) and collecting terms we have that:    

 

 (7)  

The first two terms are related to the overall evolution of wage inequality and last two terms to 

the effect of the effective minimum.  Note that the coefficients in (7) will vary with the 

percentile, not just because p appears in the linear term of the effective minimum but also 

because, as pointed out by White (1980), the coefficients  will vary with the data.  Intuitively 

we would expect that a rise in latent wage inequality leads to a larger impact on lower 

percentiles for a given effective minimum.  

For (7) to be estimable one also needs models for the median and variance.  There are a 

number of potential options, and we start our discussion with the choices made by Lee.  Lee 

replaces  by the observed median,  by a set of time dummies and assumes that any cross-

state variation in latent wage inequality is uncorrelated with the median and can therefore be 

subsumed into the error without causing bias in the estimated impact of the minimum wage.  

Hence, equation (7) can be written as:  

 
 (8)  
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 In columns (1), (6), and (11) of Table 2 we present estimates of the marginal effects of the 

effective minimum when estimated at the weighted average of the effective minimum over all 

states and all years between 1979-2007 for selected percentiles.  If we look at the lower 

percentiles, we find, as Lee did, large significant effects of the minimum wage extending 

throughout all percentiles below the median for the male, female and pooled wage 

distributions.  Additionally, we estimate modest effects of the minimum wage at the top of the 

male and pooled wage distributions. Figures 3A, 4A, and 5A plot the estimated marginal effects 

of the minimum wage at each percentile. Taking these results at face value would seemingly 

suggest that the minimum wage affects the entirety of the wage distribution, and implies a 

systematic relationship between the effective minimum wage and upper wage percentiles of 

the male and pooled distributions. 

One possible form of misspecification is that the identifying assumption that state latent 

wage inequality is uncorrelated with the median is false.  Indeed if we regress the log(60)-log 

(40) on the median (which should be uncorrelated if the density function is symmetric around 

the median) and time dummies (to capture the controls put in equation (8)), the log median has 

a t-statistic of 16 for females, 3.7 for men and 13.6 for the combined sample.  This suggests that 

those states with high median wages have high levels of latent wage inequality.  Since this 

seemingly indicates permanent differences in latent wage inequality across states, state fixed 

effects should be included in estimation of (8). Lee also reports this type of specification (Tables 

II and III), and we display estimates from OLS estimation of (8) with state fixed effects in 

columns (2), (7), and (12) of Table 2. Columns (3), (8), and (13) add state-specific time trends, 

and the marginal effects as implied by these estimates are plotted in Figures 3B, 4B, and 5B. 

The inclusion of state fixed effects or state-specific time trends yields a large and positive 

relationship between the effective minimum wage and upper tail percentiles for all samples. 

The last two columns in panels A, B, and C estimate first-differenced analogues to equation (8). 

Estimated marginal effects remain similar to what is observed when estimating the equation in 

levels. 

The explanation for this problem is almost certainly a point made by Lee (1999)—the 

presence of the median in both the dependent and independent variables in (8) induces an 
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artificial positive correlation caused by sampling variation. This potentially gets worse when 

state fixed effects are included, as more of the remaining variation is the result of sampling 

variation. 

Lee (1999) is aware of this problem and, as a potential solution, uses two different 

measures of central tendency in the dependent and independent variables:  the median in the 

dependent variable, but trimmed mean on the right-hand side (i.e. the mean after excluding 

the bottom and top 30 percentiles).  Although this does reduce the correlation, it does not 

eliminate it. In fact, one can show that if the latent log wage distribution is normal, the 

correlation between the trimmed mean and the median will be about 0.93—i.e. not one, but 

very high (see the derivation in the Appendix).  So, this method does not necessarily solve the 

problem. 

Here, we use another method to estimate the relationship represented by (8).  Instead of 

estimating with OLS, we instrument the effective minimum terms.  We use two distinct sets of 

instruments.  For the first set, we use the legislated minimum wage (the maximum of the 

federal minimum wage and the state’s minimum wage) and its square, and the minimum wage 

interacted with a measure of the average wage in the state between 1979 and 2007 (we use 

the average of each state’s median).  This latter instrument is to give us instruments which 

differ in their ability to discriminate between the linear and quadratic terms8

                                                        

8 More precisely, the instruments for equation 

. Since legislated 

minimum wages provide identification using changes to state minimum wage laws, the 

instrument identifies minimum wage effects for the wage distribution of states which increase 

their minimum wages above the federal minimum. A shortcoming of this instrument is that 

there is quite limited cross-state variation in the legislated minimum wage during the 1980s. 

This makes identification based on the legislated minimum wage instrument tenuous in this 

period.   

(8) are , , , , and  
 where  is the average median within a state between 1979 and 2007, and the last two 

expressions are the effective minimum and its square as estimated from the second half of the sample. The 
instruments for the first-differenced analogue, which we describe more fully below, are , ,  

, , and  where  represents the annual change in the log of the 
legislated minimum wage. 
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As an alternative instrument, which provides broad identification for all states and all years, 

we use a variant on split sample instrumental variables (Angrist and Krueger 1995).  In 

particular, we split the sample in two halves (choosing observations at random).  We use the 

first half to calculate wage percentiles and the effective minima by state and by year.  We use 

the second half to produce a second estimate of the effective minima (again, by state and by 

year), which then serve as instrumental variables for the first set. We repeat this procedure 50 

times (each time drawing a new random division of the data), and average the resulting 

coefficients. The bottom two rows of Table 3 provide F-statistics from testing the joint 

significance of the five instruments—the legislated minimum wage and the legislated minimum 

squared, the interaction term, and the effective minimum and its square as estimated in the 

other half of the sample.  Jointly, the instruments are highly significant across all specifications. 

Columns (1), (6), and (11) of Table 3 present estimates of the marginal effect of the 

effective minimum wage from equation (8) with 2SLS. The estimated impact of the minimum 

wage is large and significant throughout the lower half of the female, male, and pooled wage 

distributions. Adding state fixed effects reduces the magnitude of minimum wage effects 

everywhere throughout the distribution, though also results in a significant positive relationship 

between the effective minimum wage and upper tail inequality in all samples. This correlation 

with upper tail inequality suggests that shocks to the wage distribution may be correlated with 

changes in minimum wages. Consistent with this, the addition of state-specific time trends 

(columns (3), (8), and (13)) somewhat breaks the association between the effective minimum 

and upper-tail percentiles.9

                                                        

9 Recent work on the employment effects of the minimum wage have argued for the inclusion of state trends for 
this reason. See, for instance, Allegretto, Dube, and Reich (2008). 

 Figures 3C, 4C, and 5C provide a clearer picture of how the 

minimum wage is estimated to affect inequality throughout the wage distribution using this 

specification. After including state trends, the association between the effective minimum wage 

and upper-tail inequality is much more modest, and minimum wage effects are significant 

through the 30th percentile of the wage distribution for each of the three samples. The 

magnitude of the effects is largest at the bottom of the female wage distribution, and smallest 
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at the bottom of the male wage distribution, which is as expected given the overall higher male 

wage levels. 

In addition to estimating equation (8) in levels with state fixed effects, we also estimate the 

equation in its first-differenced form. Columns (4), (9), and (14) provide estimates of the first-

differenced analogue to the levels specification with state fixed effects, and columns (5), (10), 

(15) include state fixed effects as well (and is therefore analogous to the inclusion of state 

trends in the levels estimation). Figures 4D, 5D, and 6D plot the marginal effects across all wage 

percentiles for this last set of estimates. The estimated impact of the minimum wage is 

somewhat smaller in magnitude throughout the lower tail of the distribution than when the 

causal effects are estimated in levels. In addition, the effects are less precisely estimated10

III. Benchmarking the effect of the minimum wage on the shape of the wage distribution 

. 

To summarize, our estimates imply that a 10 log point increase in a state’s effective 

minimum reduces female 50/10 inequality by between 1.3-2.7 log points, male inequality by 

about 1 log point, and pooled gender inequality by 1.5-2 log points. OLS estimates are at least 

2.5 times as large as 2SLS estimates (and typically greater), and imply a substantial impact of 

the minimum wage on inequality throughout most of the wage distribution.  

Our analysis confirms a significant impact of the minimum wage on wage inequality. To 

develop a precise sense of the size of this contribution, we conduct two sets of analyses. The 

first, following Lee (1999), uses point estimates from the main models to estimate the changes 

in wage inequality that would counterfactually have occurred had the minimum wage held 

constant at a given real level. This analysis provides an estimate of the net contribution of the 

minimum to wage inequality. It does not distinguish between mechanical and spillover effects, 

                                                        

10 As robustness checks, we have also estimated models with a cubic in the effective minimum, and estimated 
using monthly or quarterly data rather than yearly data, and found similar results. We do not present these results 
here, but report the robustness of our results to the choice of observation length in our analysis of counterfactual 
wage distributions in Section III A. 
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however. The second analysis decomposes these two effects through a more ambitious 

modeling exercise. 

A. Counterfactual wage inequality estimates with the real minimum held constant 

A straightforward approach to gauging the contribution of the minimum wage to inequality 

trends is to use the earlier regression estimates to calculate counterfactual wage distributions, 

holding the effective minimum wage constant.  Following Lee (1999), we calculate for each 

observation in the dataset its rank in its respective state-year wage distribution. We then adjust 

each wage by the quantity:  

 
 (9)  

where  is the observed end-of period effective minimum in state s in some year ,  

is the corresponding beginning-of-period effective minimum in , and  are point 

estimates from the OLS and 2SLS estimates in Tables 2 and 3. We pool these adjusted wage 

observations to form a counterfactual national wage distribution, and we compare changes in 

inequality in the simulated distribution to those in the observed distribution. 11

 Panel A of Table 4 shows that the female 50/10 log wage ratio increased by 23.4 log points 

between 1979 and 1988. To form counterfactual estimates of what the 50/10 would have been 

in 1979 had the minimum wage been at its lower 1988 value throughout, we adjust 1979 wages 

by the procedure outlined above. Applying the OLS point estimates from Table 2 (column 1 ) to 

 One feature of 

this simulation procedure bears note: it does not permit estimation of the full ‘latent’ 

distribution of wages—i.e., in the absence of any minimum wage—since the effective minimum 

wage measure, equal to the logarithm of the minimum minus the logarithm of the median, is 

undefined at a minimum wage of zero. This simulation tool is therefore appropriate for 

estimating the impact of the minimum wage over ranges observed in the data. We address this 

infirmity in the subsequent sub-section.  

                                                        

11 Also distinct from Lee, we use states’ observed median wages when calculating  rather than the national 
median deflated by the price index. This choice has no substantive effect on the results, but appears most 
consistent with the identifying assumptions.  
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this exercise, we calculate that the 50/10 would counterfactually have risen by approximately 

3.2log points over this period had the state 1979 effective minimums actually been at 1988 

levels, using coefficients obtained by estimating equation (8) over the full 1979 to 2007 sample 

(column 1) or 1979 to 1988 (column 2). Thus, consistent with Lee (1999), OLS estimates imply 

that the minimum wage can account for the bulk (20.2 of 23.4 log point increase, or 85%) of the 

observed expansion of lower tail female wage inequality in this period.12

Using coefficients estimated for  the full sample duration (column 1), the 2SLS first-

differenced estimates imply that the falling minimum wage explains no more than 7.6 of the 23 

log point expansion of the female lower tail (33%) during 1979 through 1998. Fixed effect 

estimates imply a somewhat larger contribution, however, (around 16 or 17 log points, or 

about 50%). Using estimated coefficients from models estimated only over 1979 to 1988 

(column 2), the estimated contribution of the minimum wage is similar to that from the full 

sample when the instrument set includes only split-sample instruments.  When including state 

minimum wages as additional instruments, the minimum is estimated to have a large impact, 

with contributions approaching those from OLS models. Since at most 10 states have minimum 

wages that exceed the federal minimum during this period, the identifying variation from using 

state minimum wages is stronger for these states than for others.  For this reason, we view the 

  

The next four rows of the table present analogous counterfactuals estimated using 2SLS in 

lieu of OLS. We present four sets of counterfactuals. The first two counterfactuals are based 

upon 2SLS estimates of equation (8), including state and year fixed effects and state-specific 

time trends(that is, estimates from columns 3, 8, and 13 of Table 3). The second set are based 

on first-differenced 2SLS estimates of (8), including state and year fixed effects (columns 5, 10, 

and 15 of Table 3).  For each set of estimates, we use two different instrument sets. The first 

uses split-sample IV only. The second also includes the log of the legislated minimum wage, its 

square, and its interaction with the average median wage for a state.  

                                                        

12 Lee (1999, Table IV) estimates that the female 50/10 rose by 18.6 log points between 1979 and 1989, and that 
the falling minimum accounts for all but 4.5 log points of this increase. We focus on the interval of 1979 to 1988 
rather than 1979 to 1989 because wage lower tail wage inequality for males had already begun to reverse course 
by 1989. If we instead focus on 1979 to 1989, our results are substantively identical. 
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inclusion of state minima in the instrument set as inappropriate when using the shortened 1979 

to 1988 sample.   

For the most part, these counterfactual estimates represent significant downward revisions 

in the contribution of the minimum wage to rising female inequality over the 1980s from what 

is implied by OLS estimates. When these calculations are repeated for the male and pooled-

gender wage distributions (panels B and C), the contrast between OLS and 2SLS estimates is at 

least as sharp. OLS models imply that male and pooled-gender lower-tail inequality would have 

contracted in the absence of a falling minimum wage. 2SLS estimates instead suggest that the 

minimum explains no more than one-fifth of the total expansion of the male 50/10, and no 

more than 40% of the rise in the 50/10 for the pooled distribution.   

How robust are these findings across time periods and specifications? In columns (4), (5), 

and (6) of Table 4, we calculate identical regression-based counterfactuals for 1998 to 2006,  

during which real minimum also dropped rapidly .13

                                                        

13 We study the period to 2006 because the state minimums make a large jump in 2007, reversing the drop that 

informs the counterfactual. 14 We have experimented with the percentiles used to estimate the latent wage 
distribution and the results do not seem very sensitive to the choices made. 

 While expansion of lower tail inequality 

was much smaller in the male and female wage distributions during these intervals, and though 

lower tail inequality contracted slightly in the pooled sample, the pattern of counterfactuals is 

still quite similar. OLS estimates again imply that, were the effective minimum held at its end of 

period level throughout, inequality would either have decreased (male wage distribution), 

decreased more than it actually did (pooled wage distribution), or remained relatively stable 

(female wage distribution) during these time intervals. 2SLS estimates instead suggest that the 

falling minimum had a much more modest effect on inequality. We estimate that the minimum 

accounts for roughly 20% to 30% of the rise in female lower tail inequality, which is a bit smaller 

than the contribution that we estimate for the 1979-1988 period. Estimates for the male and 

pooled gender distribution display more variability across the estimation sample and 

instruments used, but in all cases imply a smaller contribution from the minimum wage than 

what is implied by OLS estimates. The discrepancy between OLS and 2SLS results is therefore 

not specific to the extensively studied 1979 through 1988 interval.  
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The counterfactual estimates presented thus far are for a single measure of inequality – the 

50/10. In addition, we estimate the contribution of the minimum wage to changes in log(p)-

log(50) between 1979 and 1988 for all percentiles in Figures 6, 7, and 8. Figures 6 and 7 present 

counterfactual estimates at all percentiles throughout the male and female distributions, using 

coefficients obtained from OLS estimates without state fixed effects, from 2SLS first-differenced 

estimates with state fixed effects, and from 2SLS fixed effects estimates with state-specific time 

trends. Again, it is clear that OLS estimates imply a much greater contribution of the minimum 

wage to growing lower-tail inequality in the 1980s, while our preferred specifications imply a 

less substantial effect. Reassuringly, 2SLS models suggest that the minimum wage had no effect 

on upper-tail inequality over this period. Figure 8 plots counterfactual distributions for the 

pooled gender distribution. Panel A displays counterfactual changes after adjusting the 1979 

distribution by the 1988 effective minimum. Panel B displays counterfactual changes between 

1979 and 2007 after adjusting both distributions by the 1988 effective minimum. These 

counterfactuals are in effect estimates of how inequality throughout the distribution would 

have changed over the three decades had states’ effective minimums remained at their 

relatively low 1988 values. OLS models imply compression in the lower tail of the wage 

distribution after accounting for changes in the minimum wage, while 2SLS estimates suggest 

that there was continued expansion even after holding the effective minimum constant at 1988 

levels. 

B. Decomposing the direct and spillover effects of the minimum wage 

One intriguing implication of the results so far is that the minimum wage must have 

spillovers. Table 1 showed that even at its most binding, the minimum wage was never above 

the 13th percentile of the male wage distribution in any state, and was always at or below the 

10th percentile after 1981. Yet, the main estimates imply that the minimum wage compressed 

the male 50/10 ratio modestly, even in the late 1990s, indicating the presence of spillovers. A 

natural question then arises as to the relative size of the direct and spillover effects on the 

wage distribution. This sub-section seeks to quantify the spillover and direct effects with a more 

parametric approach that is unrelated in methodology to the preceding sections. 
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Inferring the exact magnitude of spillover and direct effects first requires an estimate of the 

counterfactual wage level at for all percentiles in the absence of the minimum wage (what we 

have called the latent wage distribution).   Recall that our previous estimation strategy allows 

the estimation of wage distribution counterfactuals for alternative levels of the effective 

minimum wage, but is unable to estimate counterfactuals for the absence of a minimum wage. 

With an estimate of the latent wage distribution, however, we could compute the total effect 

of the minimum wage on percentile p in state s at time t as the gap between the observed and 

latent distributions i.e.: 

  (10)  

The direct effect of the minimum wage will be given by: 

  (11)  

And the spillover effect is the gap between (10) and (11). 

Of course these estimates will only be as good as the estimate of the latent wage 

distribution, and we need an estimate of this for all percentiles, even for those that are always 

below where the minimum binds. Hence, estimating these effects requires more structure, and 

thus more stringent assumptions, than we have previously imposed.  

The first step in estimating the total, direct, and spillover effects is to form an estimate of 

the latent log wage distribution. We proceed by assuming that the latent log wage distribution 

is normal—i.e., we use the model of (6) with  having the standard normal form. We estimate 

the parameters of this distribution using a part of the wage distribution where we think the 

minimum has no effect, and we use between the 50th and 75th percentiles for this purpose14

(6)

.  

We model both  and  of  as additive year and state dummies plus state-level trends - 

that is, we allow both mean and variance to vary across state and time15

                                                        

14 We have experimented with the percentiles used to estimate the latent wage distribution and the results do not 
seem very sensitive to the choices made. 

.  Armed with these 

15 Specifically, we estimate and  by pooling the 50th through 75th log wage percentiles, regressing the log 

value of the percentile on the inverse CDF of the standard normal distribution, and allowing the intercept ( ) and 
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estimates, we can then estimate the latent wage distribution for all percentiles. So in other 

words, we are assuming that the wage distribution is relatively unaffected by the minimum 

wage between the 50th and 75th percentiles, and using information on this part of the 

distribution to infer the shape of the entire latent wage distribution for each state in each year. 

That is, we are explicitly assuming that the shape of the log wage distribution between the 50th 

and 75th percentiles is an adequate counterfactual for the shape of the wage distribution for 

lower percentiles. 

To give some idea of the adequacy of the assumption that the latent wage distribution can 

be well-approximated by the normal, Figure 9 plots the average deviation (across states and 

years) between the actual observed percentile and the estimated latent distribution for 

percentiles from the 3rd to the 90th 16.  This is done separately for women, men and the pooled 

distribution. Because the model is estimated on the 50th through 75th percentiles the average 

residuals over those percentiles must be zero.  But, if the normality assumption is false we 

would see systematic variation of the residuals with the percentile.  For all three samples this 

deviation is very close to zero for all percentiles between the 50th and 75th percentiles – this 

indicates that the normal distribution is a good approximation for the sample on which the data 

is estimated.  The model also seems to do well when applied out of sample up to the 90th 

percentile (not shown)17

                                                                                                                                                                                   

coefficient ( ) to vary by state and year (and including state-specific time trends in both the intercept and 
coefficient). 
16 The lowest percentiles are excluded because these are typically below the minimum wage which would imply 
negative spillover effects. 
17 As is well-known the very highest percentiles are not well-approximated by a normal distribution and the actual 
observed are well above the predicted latent. 

.    

For the lower percentiles the deviation between the observed and the estimated latent is 

positive, exactly what one would expect if the minimum wage has a positive impact.  This 

deviation happens for higher percentiles in the female and pooled distributions than in the 

male, exactly what one would expect if the minimum wage has a smaller effect on the male 

distribution.  There is perhaps some inkling for men that the normality assumption over-

predicts observed wages in the 15th-50th percentiles though the absolute magnitude is small. 
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Although Figure 9 is suggestive of the impact of the minimum wage, it does not provide 

direct evidence that the gap between the actual and the latent wage is high when the minimum 

wage is high, as is implied by the relationship depicted in Figure 2.  The assumptions behind (6) 

suggest we should examine the relationship between the actual minus the latent and the log 

minimum minus the latent.  This is plotted for the 3 samples in Figure 10.  Each observation 

here is a state-year. Because of the large number of observations, this Figure plots the average 

value of the actual minus the latent for 1 log point bins of the estimated log minimum minus 

the latent. In all samples one can see the general shape of the relationship between the 

deviation between the actual and latent and the minimum and latent that is consistent with 

that predicted by theory and drawn previously in Figure 3.  As the vertical axis in Figure 10 is 

the gap between the actual and the latent wage distribution, one can think of it as an estimate 

of the total impact of the minimum wage if one assumes that the entire difference is the result 

of the minimum wage.  This total impact can then be broken down into a direct effect and a 

spillover effect.  The direct effect will be zero up to the point where the minimum exceeds the 

latent percentile (i.e. up to the point where the log minimum wage minus the latent 

percentile—which is plotted on the x-axis—is zero). The direct effect will be a 45-degree line 

thereafter.  The spill-over is the difference between the total effect and the direct effect. In 

other words, we first estimate the total impact of the minimum wage as the difference 

between the actual and latent percentiles. We then decompose this into a spillover and direct 

effect, by value of the log min minus log latent percentile. The direct effect is either 0 or is on 

the 45 degree line, and the spillover effect is the difference between the total and direct 

effects. 

Figure 10, shows that, for all samples, the spill-over effect is highest at the point where the 

latent wage just equals the minimum.  On either side the spill-over effect decays to zero.  For 

those for whom the minimum wage is very high relative to the latent (the right-hand side of 

Figure 10) the direct effect of the minimum is very large but the spill-over effect is zero – these 

are people who will be observed being paid the minimum wage.  For those for whom the 

minimum wage is very low relative to the latent (the left-hand side of Figure 10) both the direct 

and spill-over effects of the minimum are zero – these are people for whom the minimum wage 
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is irrelevant.  Because the spill-over is not monotonic in the bindingness of the minimum wage, 

it is not obvious whether an increase in the minimum wage will raise or lower the spillover – we 

will see this later on.  Finally it is worth noting that the size of the spillover at its maximum 

impact is between 11 and 12 log points. 

We can use the estimates of the direct and spill-over effects of the minimum implied by 

Figure 10 to investigate the relative importance of direct and spill-over effects on different 

percentiles of the aggregate wage distribution.  We do this by first calculating the value of the 

log minimum minus log latent value for each state-year percentile. Using the estimates from 

Figure 10, we attach an estimate of the total, direct and spill-over effect to each state-year-

percentile.  Using these effects we then estimate the relative size of direct and spillover effects 

at each percentile of the aggregate wage distribution by using the mapping between the 

percentile at the state-year level to the aggregate percentile at the year level18

The results of this exercise for the years 1979 and 1988 are shown in Figure 11 for 

percentiles 8th through 50th 

.  This then gives 

us an estimate of the direct and spillover effects at every percentile of the aggregate wage 

distribution. 

19

                                                        

18 More precisely, what we do here to estimate the effect at percentile p of the aggregate distribution is to 
average the direct and spillover effects across all observations that are estimated to be in the interval [p-
0.5,p+0.5], to reduce the sensitivity of the estimates to a small number of observations. 
19 The problem with including lower percentiles is that the observed percentiles, especially for women in 1979, are 
considerably (and implausibly) below the minimum wage.  The decomposition then implies that the measured 
spill-over effect is very negative.  If these observations are included they distort the picture. 

.  For the female and pooled samples, the results are very 

sensible.  The total effect of the minimum decays through the percentiles.  In 1979 when the 

minimum wage was high, the direct effect of the minimum was very large at the lowest 

percentiles and the spill-over effect small.  Spillover effects are estimated to be largest at the 

20th percentile for women (where they raise wages by 9 log points) and the 12th percentile for 

the pooled distribution (where they raise wages by 7 log points).  But, by 1988, the decline in 

the level of the minimum wage means that the overall effects are smaller, that the spillover 

effects are largest at the lowest percentiles, and that the direct effect is small even at the 10th 

percentile. 
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The results of this exercise for men are less informative, because the effect of the minimum 

wage is small and because, as seen in Figure 9, the gap between the actual and estimated latent 

wage distributions is slightly negative between the 25th and 50th percentiles suggesting some 

deviation from the normality assumption.  For these two reasons, the methodology does not 

work so well for men. 

We can also use our estimates to compute the total contribution of the minimum wage to 

inequality at any point in the wage distribution, and to decompose this contribution into a 

direct and spill-over effect.  Using the methodology described above, we compute the effect of 

the minimum wage on the aggregate 10th and 50th percentiles in each year and then take the 

difference to give us the contribution to the log 50/10.  Because the minimum wage is 

estimated to have virtually no effect on the median, the resulting estimates can also be thought 

of as estimates of the effect on the 10th percentile.  These estimates are reported in Figure 12. 

For men the estimated effects are always very close to zero.  For women the total effect in 

the late 1970s is about 20 log points, all of it a direct effect as the minimum wage bound at a 

rather high point in the distribution (see Table 1).  As the minimum declines the total effect 

declines but remains sizeable at around 10 log points.  Except in the years when the minimum is 

raised, most of this is estimated to be due to spillovers since the minimum wage binds lower in 

the distribution.  The level of spillovers is remarkably stable after the mid-1980s, in the region 

of 7-8 log points—this is because, on average, the minimum wage tends to bind at about the 

same place in the observed wage distribution throughout the 1990s and 2000s. 

 For the pooled distribution the results are very much what one would expect.  The 

overall effect is smaller than what is estimated in the female distribution, but it has declined 

since the late 1970s.  The importance of the direct effect is tiny after 1982, so all of the effect of 

the minimum wage on wage inequality reflects a spillover effect.  

IV. Conclusion 

 

This paper offers an updated assessment of the impact of the minimum wage on the wage 

distribution by using a longer panel than was available to previous studies, incorporating many 
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additional years of data and including significantly more variation in state minimum wages, and 

an instrumental variables specification that purges estimates of simultaneity bias stemming 

from errors in variables. We estimate that 25-50% of the growth in lower tail inequality in the 

female wage distribution between 1979 and 1988—a period of significant expansion in lower 

tail inequality, as measured by the differential between the log of the 50th and 10th 

percentiles—is attributable to the decline in the real value of the minimum wage, while around 

one-fifth of the growth in male lower tail inequality over this period could be attributed to the 

minimum wage. These estimates imply that the minimum wage made a smaller contribution to 

growth in lower tail inequality than previous OLS estimates suggest. Similar calculations 

indicate that the declining minimum wage made a modest contribution to growing lower tail 

inequality between 1998-2006, a contribution that is not reliably estimated using OLS 

techniques. 

Despite these modest total effects, we estimate minimum wage effects that extend further 

up the wage distribution than would be predicted if the minimum wage had a purely 

mechanical effect on wages (i.e. raising the wage of all who earned below it). We estimate the 

shape of the latent distribution with a simple structural estimation technique (by assuming log 

normality and estimating the mean and variance of the state-year wage distribution using 50th 

to 75th wage percentiles), and use this to separately infer the direct impact and spillover effects 

from changes in the minimum wage. While the contribution of direct and spillover effects vary 

across percentiles, and over the years, spillover effects account for a modest fraction of the 

minimum wage effect in 1979, and almost the entirety of the effect in 1988.  

One interpretation of these significant spillover effects is that they represent a true wage 

response for workers initially earning above the minimum.  An alternative explanation is that 

wages for low-wage workers are mis-measured or mis-reported.  If a significant share of 

minimum wage earners report wages in excess of the minimum wage, and this measurement 

error persists in response to changes in the minimum, then we would observe changes in 

percentiles above where the minimum wage directly binds in response to changes in the 

minimum wage. Our exercise from Section III cannot distinguish between these two 
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possibilities, and ongoing work aims to quantify the potential contribution of measurement 

error to our estimation of spillovers. 

This analysis suggests that there was significant expansion in latent lower tail inequality 

over the 1980s, mirroring the expansion of inequality in the upper tail: while the minimum 

wage was certainly a contributing factor to widening lower tail inequality—particularly for 

females—it was not the primary one.  
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V.   Appendix: The Correlation between the Trimmed Mean and the Median. 

Here, we derive the correlation coefficient between the median and a trimmed mean under 

the assumption that log wages are normally distributed and that we are drawing samples of 

size N from an underlying identical population.  As in the main text, denote by ( )w p  the log 

wage at percentile p. 

A standard result (not dependent on a normality assumption) is that the covariance 

between wages at two percentiles is given by: 

 ( ) ( ) ( )
( ) ( )

1 2
1 2 1 2

1 2

1
, ,

p p
Co vw p w p p p

Nf w p f w p
−

  = ≤        
 (1) 

Where [ ].f  is the density function.  If 1 2p p= , this gives the variance of the wage at a 

particular percentile so that the variance of the median can be written as:  
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The trimmed mean between the 30th and 70th percentiles can be written as: 

 ( )
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t
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So that the covariance between the median and the trimmed mean can be written as: 
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The variance of the trimmed mean can be written as:  
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The formulae in (2), (4) and (5) can be used to compute the correlation coefficient between 

the median and trimmed mean.  Note that this correlation does not depend on the sample size 

N.  If the distribution is normal with mean µ  and variance 2σ  then the formula for the 

covariance in (1) can be written as:  

 ( ) ( ) ( )
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Where ( )1 p−Φ  is the inverse of the standard normal cumulative density function.  The variance 

for the median is given by:  

 ( )
2

0.5
2

Var w
N

πσ
  =   (7) 

Note that the correlation coefficient will not depend on either µ  or 2σ . 
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# states 
w/higher 

min.

Min. 
binding 
pctile

Med. 
binding 
pctile

Max. 
binding 
pctile

Share of 
hours at or 
below min.

Avg. 
log(50)-
log(10)

Min. 
binding 
pctile

Med. 
binding 
pctile

Max. 
binding 
pctile

Share of 
hours at or 
below min.

Avg. 
log(50)-
log(10)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

1979 1 3 12.0 31 0.132 0.273 2 4.0 13 0.049 0.586
1980 1 3 13.0 26 0.132 0.291 2 5.0 12 0.056 0.604
1981 1 3 13.0 27 0.138 0.300 1 5.5 12 0.059 0.623
1982 1 3 10.5 23 0.109 0.359 2 4.5 10 0.052 0.643
1983 1 3 10.0 19 0.098 0.399 2 4.5 10 0.049 0.651
1984 1 2 9.0 17 0.089 0.427 1 4.0 9 0.041 0.671
1985 2 2 8.0 14 0.080 0.455 1 3.0 8 0.038 0.670
1986 5 2 7.0 18 0.074 0.481 1 3.0 7 0.035 0.680
1987 6 2 4.0 9 0.065 0.490 1 2.5 5 0.031 0.664
1988 10 2 4.0 9 0.060 0.492 1 2.0 6 0.030 0.631
1989 12 1 4.0 7 0.055 0.484 1 2.0 5 0.028 0.628
1990 11 1 6.0 16 0.059 0.476 1 3.0 7 0.029 0.608
1991 4 2 8.0 22 0.074 0.452 1 3.0 10 0.037 0.606
1992 7 2 6.0 16 0.065 0.460 1 3.0 8 0.036 0.609
1993 7 2 5.0 12 0.058 0.465 1 3.0 6 0.034 0.606
1994 8 2 5.0 12 0.059 0.472 1 3.0 5 0.032 0.595
1995 9 2 4.5 9 0.052 0.469 1 3.0 4 0.029 0.582
1996 11 1 4.0 11 0.047 0.463 1 2.0 6 0.028 0.579
1997 10 2 5.0 9 0.062 0.455 1 3.0 7 0.036 0.559
1998 7 3 5.5 14 0.065 0.436 2 3.0 8 0.039 0.533
1999 10 2 4.0 10 0.053 0.434 1 2.5 5 0.030 0.538
2000 10 2 4.0 10 0.048 0.439 1 2.0 6 0.028 0.537
2001 10 1 4.0 8 0.045 0.444 1 2.0 6 0.028 0.531
2002 11 1 4.0 8 0.042 0.453 1 2.0 6 0.028 0.535
2003 11 1 4.0 8 0.039 0.458 1 2.0 5 0.026 0.538
2004 12 2 3.5 7 0.038 0.475 1 2.0 4 0.025 0.542
2005 15 1 3.0 8 0.040 0.468 1 2.0 5 0.025 0.543
2006 19 1 3.0 8 0.039 0.480 1 2.0 6 0.025 0.551
2007 30 2 4.0 12 0.050 0.467 1 3.0 6 0.031 0.538

Table 1 - Summary Statistics for Bindingness of State and Federal Minimum Wages

Female Male

Notes: Column 1 displays the number of states with a minimum that exceeds the federal minimum. Columns (2) and (7) 
display estimates of the smallest percentile (across states) at which the minimum wage binds. Columns (3) and (8), and 
(4) and (9) display estimates of the median and largest percentile at which the minimum wage binds across states, 
respectively. For some states in some years, multiple percentiles in the wage distribution were equal to the value of the 
minimum wage. For these state/years, the minimum wage is recorded as binding at the highest of these percentiles. 
Columns (5) and (10) display the share of hours worked for wages at or below the minimum wage. Columns (6) and (11) 
display the weighted average value of the log(p50)-log(p10) for the male and female wage distributions across states.



# states 
w/higher 

min.

Min. 
binding 
pctile

Med. 
binding 
pctile

Max. 
binding 
pctile

Share of 
hours at 
or below 

min.

Avg. 
log(50)-
log(10)

(1) (2) (3) (4) (5) (6)

1979 1 3 7.0 20 0.082 0.491
1980 1 3 8.0 18 0.087 0.497
1981 1 2 9.0 17 0.091 0.500
1982 1 2 7.0 15 0.076 0.530
1983 1 2 6.0 14 0.070 0.547
1984 1 2 6.0 12 0.061 0.572
1985 2 2 5.0 11 0.056 0.585
1986 5 2 5.0 12 0.051 0.595
1987 6 2 3.0 7 0.046 0.591
1988 10 1 3.0 7 0.043 0.582
1989 12 1 3.0 5 0.040 0.574
1990 11 1 4.0 11 0.042 0.550
1991 4 2 5.0 15 0.053 0.540
1992 7 2 4.0 11 0.049 0.532
1993 7 1 4.0 8 0.045 0.537
1994 8 2 4.0 7 0.044 0.549
1995 9 2 3.0 6 0.039 0.540
1996 11 2 3.0 7 0.036 0.530
1997 10 2 3.0 8 0.047 0.515
1998 7 2 4.0 9 0.050 0.491
1999 10 1 3.0 7 0.040 0.493
2000 10 2 3.0 7 0.037 0.488
2001 10 2 3.0 7 0.035 0.487
2002 11 1 3.0 7 0.034 0.494
2003 11 1 3.0 6 0.032 0.503
2004 12 2 3.0 5 0.031 0.509
2005 15 2 3.0 6 0.031 0.512
2006 19 1 3.0 7 0.031 0.521
2007 30 2 3.0 9 0.039 0.501

Table 1 (cont.) - Summary Statistics for Bindingness of State and Federal 
Minimum Wages

Males and females, pooled

Notes: Column 1 displays the number of states with a minimum that exceeds the 
federal minimum. Column (2) displays estimates of the smallest percentile 
(across states) at which the minimum wage binds. Columns (3) and (4) display 
estimates of the median and largest percentile at which the minimum wage binds 
across states, respectively. For some states in some years, multiple percentiles 
in the wage distribution were equal to the value of the minimum wage. For these 
state/years, the minimum wage is recorded as binding at the highest of these 
percentiles. Column (5) displays the share of hours worked for wages at or below 
the minimum wage. Column (6) displays the weighted average value of the 
log(p50)-log(p10) for the pooled wage distributions across states.



P (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

5 0.615 0.400 0.442 0.502 0.509 0.518 0.293 0.286 0.423 0.429 0.603 0.381 0.384 0.425 0.431
(0.038) (0.031) (0.047) (0.043) (0.045) (0.040) (0.032) (0.030) (0.029) (0.030) (0.030) (0.024) (0.042) (0.037) (0.039)

10 0.510 0.213 0.330 0.448 0.454 0.350 0.118 0.174 0.336 0.344 0.423 0.170 0.258 0.357 0.365
(0.036) (0.048) (0.029) (0.031) (0.033) (0.039) (0.058) (0.025) (0.031) (0.032) (0.033) (0.039) (0.050) (0.031) (0.034)

15 0.366 0.086 0.218 0.336 0.343 0.268 0.059 0.107 0.244 0.251 0.292 0.047 0.105 0.249 0.256
(0.034) (0.061) (0.021) (0.035) (0.035) (0.035) (0.053) (0.030) (0.028) (0.029) (0.033) (0.073) (0.028) (0.034) (0.035)

20 0.272 0.026 0.147 0.273 0.279 0.185 0.021 0.082 0.230 0.240 0.235 0.045 0.103 0.234 0.242
(0.029) (0.058) (0.019) (0.034) (0.034) (0.031) (0.046) (0.025) (0.027) (0.027) (0.029) (0.048) (0.031) (0.025) (0.025)

25 0.197 0.001 0.123 0.269 0.277 0.113 -0.004 0.069 0.177 0.184 0.180 0.018 0.090 0.227 (0.236)
(0.024) (0.055) (0.022) (0.040) (0.040) (0.024) (0.054) (0.025) (0.031) (0.031) (0.025) (0.046) (0.022) (0.015) (0.016)

30 0.144 0.001 0.091 0.229 0.235 0.076 -0.002 0.078 0.182 0.190 0.126 0.014 0.074 0.192 0.200
(0.019) (0.041) (0.013) (0.029) (0.029) (0.018) (0.038) (0.021) (0.018) (0.019) (0.018) (0.042) (0.013) (0.025) (0.025)

40 0.061 0.000 0.061 0.156 0.160 0.025 0.016 0.078 0.131 0.136 0.054 0.014 0.046 0.160 0.165
(0.009) (0.024) (0.012) (0.020) (0.021) (0.011) (0.017) (0.019) (0.015) (0.016) (0.009) (0.021) (0.013) (0.015) 0.016

75 -0.039 0.093 0.111 0.213 0.217 0.110 0.174 0.139 0.248 0.252 0.026 0.122 0.113 0.227 (0.231)
(0.022) (0.023) (0.015) (0.025) (0.026) (0.040) (0.013) (0.020) (0.023) (0.024) (0.024) (0.022) (0.016) (0.022) 0.024

90 -0.020 0.171 0.164 0.326 0.330 0.132 0.175 0.127 0.290 0.294 0.049 0.183 0.145 0.270 (0.273)
(0.037) (0.025) (0.024) (0.032) (0.034) (0.071) (0.020) (0.035) (0.036) (0.038) (0.045) (0.019) (0.028) (0.037) 0.040

Levels 
or FD? Levels Levels Levels FD FD Levels Levels Levels FD FD Levels Levels Levels FD FD

Year 
FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

State 
FE No Yes Yes No Yes No Yes Yes No Yes No Yes Yes No Yes

State 
trends No No Yes No No No No Yes No No No No Yes No No

Notes: N=1450 for levels estimation, N=1400 for first-differenced estimation. Estimates are the marginal effects of log(min. wage)-log(p50), evaluated at the 
hours-weighted average of log(min. wage)-log(p50) across states and years. Standard errors clustered at the state level are in parenthesis. Regressions are 
weighted by the sum of individuals' reported weekly hours worked multiplied by CPS sampling weights.

Table 2: OLS Relationship between log(p)-log(p50) and log(min. wage)-log(p50), for select percentiles

A. Females B. Males C. Males and females



P (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

5 0.598 0.326 0.374 0.348 0.340 0.513 0.214 0.222 0.182 0.175 0.600 0.342 0.342 0.286 0.282
(0.009) (0.017) (0.034) (0.071) (0.063) (0.008) (0.016) (0.024) (0.043) (0.042) (0.005) (0.009) (0.014) (0.033) (0.031)

10 0.508 0.138 0.268 0.146 0.130 0.350 0.040 0.107 0.072 0.077 0.419 0.117 0.208 0.168 0.165
(0.006) (0.016) (0.020) (0.038) (0.038) (0.007) (0.017) (0.022) (0.045) (0.044) (0.005) (0.011) (0.017) (0.033) (0.034)

15 0.367 0.012 0.161 0.106 0.094 0.260 -0.017 0.036 0.009 0.006 0.288 -0.007 0.049 0.029 0.024
(0.007) (0.015) (0.023) (0.040) (0.040) (0.007) (0.016) (0.023) (0.045) (0.044) (0.005) (0.013) (0.021) (0.030) (0.031)

20 0.270 -0.042 0.093 0.049 0.038 0.181 -0.041 0.023 0.031 0.034 0.228 -0.008 0.046 0.045 0.054
(0.007) (0.014) (0.023) (0.038) (0.037) (0.006) (0.015) (0.025) (0.041) (0.040) (0.005) (0.011) (0.016) (0.028) (0.027)

25 0.193 -0.065 0.054 0.036 0.029 0.110 -0.054 0.024 -0.005 0.000 0.175 -0.023 0.044 0.067 0.068
(0.006) (0.012) (0.017) (0.030) (0.029) (0.006) (0.012) (0.018) (0.034) (0.032) (0.004) (0.010) (0.016) (0.030) (0.030)

30 0.140 -0.058 0.022 0.035 0.035 0.070 -0.043 0.039 0.002 0.006 0.120 -0.022 0.033 0.010 0.015
(0.006) (0.013) (0.015) (0.031) (0.030) (0.006) (0.014) (0.022) (0.035) (0.034) (0.005) (0.011) (0.016) (0.026) (0.026)

40 0.057 -0.037 0.014 0.014 0.013 0.021 -0.011 0.044 -0.001 0.003 0.048 -0.007 0.013 0.028 0.027
(0.005) (0.008) (0.015) (0.032) (0.032) (0.005) (0.011) (0.018) (0.033) (0.032) (0.004) (0.008) (0.014) (0.024) (0.024)

75 -0.058 0.061 0.003 -0.038 -0.039 0.092 0.146 0.048 0.049 0.049 0.013 0.106 0.046 0.045 0.043
(0.005) (0.012) (0.019) (0.040) (0.038) (0.006) (0.012) (0.016) (0.033) (0.031) (0.005) (0.010) (0.015) (0.031) (0.030)

90 -0.043 0.140 0.044 0.015 0.011 0.115 0.126 0.012 0.016 0.013 0.029 0.154 0.060 0.027 0.023
(0.007) (0.018) (0.026) (0.050) (0.048) (0.008) (0.015) (0.025) (0.047) (0.047) (0.006) (0.012) (0.017) (0.043) (0.043)

First stage F-stats and p-values 

5358 535 412 268 244 3941 579 324 334 325 5471 957 772 417 416
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
4746 502 462 261 225 3746 550 338 327 319 5108 873 843 454 458

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Levels 
or FD? Levels Levels Levels FD FD Levels Levels Levels FD FD Levels Levels Levels FD FD

State 
FE No Yes Yes No Yes No Yes Yes No Yes No Yes Yes No Yes

State 
trends No No Yes No No No No Yes No No No No Yes No No

Notes: N=1450 for levels estimation, N=1400 for first-differenced estimation. Estimates are the marginal effects of log(min. wage)-log(p50), evaluated at the 
hours-weighted average of log(min. wage)-log(p50) across states and years. Standard errors clustered at the state level are in parenthesis. Regressions are 
weighted by the sum of individuals' reported weekly hours worked multiplied by CPS sampling weights. F-stats are estimated F-statistics and associated p-values 
(in parentheses) from testing the significance of the five instruments in the first-stage regression for the linear and quadratic functions of the effective minimum.

Table 3: 2SLS Relationship between log(p)-log(p50) and log(min. wage)-log(p50), for select percentiles

A. Females B. Males C. Males and females

Linear 
term
Quad. 
term



Coeffs: 
1979-2007

Coeffs: 
1979-1988

Coeffs: 
1998-2007

Coeffs: 
1979-2007

Coeffs: 
1979-1988

Coeffs: 
1998-2007

(1) (2) (3) (4) (5) (6)

Actual change in log(p50)-log(p10) 0.234 0.234 0.234 0.095 0.095 0.095
Counterfactual change, OLS 0.032 0.031 0.058 0.014 0.031 0.016
Counterfactual change, 2SLS (FE)
   IVs: split sample 0.124 0.120 0.177 0.069 0.055 0.085
   IVs: split sample + leg. Minimum 0.112 0.076 0.192 0.062 0.043 0.084
Counterfactual change, 2SLS (FD)
   IVs: split sample 0.169 0.121 0.224 0.081 0.050 0.094
   IVs: split sample + leg. Minimum 0.157 0.058 0.222 0.070 0.031 0.090

Actual change in log(p50)-log(p10) 0.077 0.077 0.077 0.050 0.050 0.050
Counterfactual change, OLS -0.002 0.003 0.021 -0.012 -0.014 0.005
Counterfactual change, 2SLS (FE)
   IVs: split sample 0.068 0.032 0.053 0.041 0.015 0.032
   IVs: split sample + leg. Minimum 0.059 -0.006 0.069 0.037 0.004 0.039
Counterfactual change, 2SLS (FD)
   IVs: split sample 0.069 -0.028 0.055 0.042 0.064 0.039
   IVs: split sample + leg. Minimum 0.062 -0.011 0.066 0.039 0.000 0.045

Actual change in log(p50)-log(p10) 0.108 0.108 0.108 -0.014 -0.014 -0.014
Counterfactual change, OLS -0.011 -0.011 0.021 -0.074 -0.068 -0.058
Counterfactual change, 2SLS (FE)
   IVs: split sample 0.069 0.041 0.087 -0.026 -0.037 -0.019
   IVs: split sample + leg. Minimum 0.062 0.020 0.095 -0.031 -0.048 -0.019
Counterfactual change, 2SLS (FD)
   IVs: split sample 0.081 0.068 0.095 -0.019 -0.027 -0.010
   IVs: split sample + leg. Minimum 0.075 0.036 0.090 -0.025 -0.044 -0.017

Table 4: Actual and counterfactual changes in log(p50)-log(p10) between 1979 and 1988,  and 1998 and 2006

A. Females

B. Males

C. Male and female pooled

Note: Estimates represent changes in the actual and counterfactual log(p50)-log(p10) between 1979 and 1988, 
and 1998 and 2006. Counterfactual wage distributions are wage distributions adjusted by the effective minimum 
wage in the later year of the period, and represent the 50/10 had the effective minimum wage of the earlier year 
actually been equal to the lower effective minimum wage of the later year for each state. OLS estimates are 
counterfactuals formed by adjusting the 1979 and 1998 wage distributions by states' effective minimums of the 
latter year, and using coefficients from estimation reported in columns 1, 6, and 11 of Table 2. 2SLS fixed effect 
counterfactuals (including the leg. minima as instruments) use coefficients from columns 3, 8, and 13 of Table 
3. 2SLS FD counterfactuals (including the leg. minima as instruments) use coefficients from columns 5, 10, and 
15 of Table 3.  We do not present marginal effects for regressions using only split sample instruments in the 
earlier tables (results available upon request).

Change, 1979-1988 Change, 1998-2006



1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993

Federal min. wage 2.90 3.10 3.35 3.35 3.35 3.35 3.35 3.35 3.35 3.35 3.35 3.80 4.25 4.25 4.25
Alabama
Alaska 3.40 3.60 3.85 3.85 3.85 3.85 3.85 3.85 3.85 3.85 3.85 4.30 4.75 4.75 4.75
Arizona
Arkansas
California 4.25 4.25 4.25
Colorado
Connecticut 3.75 4.25 4.25 4.27 4.27 4.27
Delaware
Florida
Georgia
Hawaii
Idaho 3.85 3.85 3.85 4.75 5.25
Illinois
Indiana
Iowa
Kansas 3.85 4.65 4.65
Kentucky
Louisiana
Maine
Maryland 3.45 3.55 3.65 3.65 3.75 3.85
Massachusetts
Michigan 3.65 3.65 3.75 3.75
Minnesota
Mississippi 3.55 3.85 3.95
Missouri
Montana
Nebraska
Nevada
New Hampshire
New Jersey 3.45 3.55 3.65
New Mexico 5.05 5.05
New York
North Carolina
North Dakota
Ohio
Oklahoma
Oregon
Pennsylvania 4.25 4.75 4.75 4.75
Rhode Island
South Carolina 3.55 3.65 4.00 4.25 4.25 4.45 4.45 4.45
South Dakota
Tennessee
Texas
Utah
Vermont
Virginia 3.45 3.55 3.65 3.75 3.85
Washington
West Virginia 3.85 3.85
Wisconsin
Wyoming 3.65

Appendix Table 1 - Variation in State Minimum Wages

Note: Table indicates years in which each state had a state minimum wage that exceeded the federal minimum wage for at least 6 months of 
the year.



1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

Federal min. wage 4.25 4.25 4.25 4.75 5.15 5.15 5.15 5.15 5.15 5.15 5.15 5.15 5.15 5.15
Alabama
Alaska 4.75 4.75 4.75 5.25 5.65 5.65 5.65 5.65 5.65 7.15 7.15 7.15 7.15 7.15
Arizona 6.75
Arkansas 6.25
California 5.00 5.75 5.75 5.75 6.25 6.75 6.75 6.75 6.75 6.75 7.50
Colorado 6.85
Connecticut 4.27 4.27 4.27 4.77 5.18 5.65 6.15 6.40 6.70 6.90 7.10 7.10 7.40 7.65
Delaware 4.65 5.65 5.65 6.15 6.15 6.15 6.15 6.15 6.15 6.65
Florida
Georgia 6.15 6.40 6.67
Hawaii
Idaho 5.25 5.25 5.25 5.25 5.25 5.25 5.25 5.25 5.75 6.25 6.25 6.25 6.75 7.25
Illinois
Indiana 5.50 6.50 6.50 6.50
Iowa
Kansas 4.65 4.65 4.65 6.20
Kentucky
Louisiana
Maine
Maryland 5.75 6.25 6.25 6.35 6.50 6.75
Massachusetts 6.15 6.15
Michigan 4.75 5.25 5.25 5.25 6.00 6.75 6.75 6.75 6.75 6.75 6.75 7.50
Minnesota 7.15
Mississippi 6.15 6.15
Missouri
Montana 6.50
Nebraska 6.15
Nevada
New Hampshire 6.33
New Jersey
New Mexico 5.05 5.05 5.05 5.05 6.15 7.15
New York
North Carolina 6.00 6.75 7.15
North Dakota 6.15
Ohio
Oklahoma 6.85
Oregon
Pennsylvania 4.75 4.75 4.75 5.50 6.00 6.50 6.50 6.50 6.50 6.90 7.05 7.25 7.50 7.80
Rhode Island 7.15
South Carolina 4.45 4.45 4.45 5.15 5.65 5.65 6.15 6.15 6.15 6.75 6.75 7.10 7.40
South Dakota
Tennessee
Texas
Utah
Vermont
Virginia 4.50 4.75 5.00 5.25 5.25 5.75 6.25 6.25 6.25 6.75 7.00 7.25 7.53
Washington
West Virginia 4.90 4.90 4.90 4.90 5.70 6.50 6.72 6.90 7.01 7.16 7.35 7.63 7.93
Wisconsin 5.85 6.55
Wyoming 5.70 6.50 6.50

Appendix Table 1 - Variation in State Minimum Wages, cont.

Note: Table indicates years in which each state had a state minimum wage that exceeded the federal minimum wage for at least 6 months of 
the year.



Figure 1A: Trends in state and federal minimum wages, and log(p10)-log(p50)

Figure 1B: Trends in state and federal minimum wages, and log(p90)-log(p50)
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Figure 2: The theoretical relationship between deviations in the minimum and latent wage percentile, 
and differences between the minimum wage and latent percentile

Note: w(p)-w(p)* is the difference between the actual (observed) value of percentile p and the latent value of percentile p (i.e. its value in 
the absence of a minimum wage). wm-w(p)* is the difference between the minimum and the latent value of percentile p.

w(p)-w(p)*

wm-w(p)*



Figure 3: OLS and 2SLS estimates of the relationship between log(p)-log(p50) and log(min)-log(p50)
Female wage distribution, 1979-2007

Note: Estimates are the marginal effects of log(min. wage)-log(p50), evaluated at the hours-weighted average of log(min. wage)-log(p50) across 
states and years. Observations are state-year observations. 95% confidence interval is represented by the dashed lines. Panel A corresponds with 
column 1 of Table 2. Panel B corresponds with column 3 of Table 2. Panel C corresponds with column 3 of Table 3. Panel D corresponds with 
column 5 of Table 3.
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Figure 4: OLS and 2SLS estimates of the relationship between log(p)-log(p50) and log(min)-log(p50)
Male wage distribution, 1979-2007

Note: Estimates are the marginal effects of log(min. wage)-log(p50), evaluated at the hours-weighted average of log(min. wage)-log(p50) across 
states and years. Observations are state-year observations. 95% confidence interval is represented by the dashed lines. Panel A corresponds with 
column 1 of Table 2. Panel B corresponds with column 3 of Table 2. Panel C corresponds with column 3 of Table 3. Panel D corresponds with 
column 5 of Table 3.
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Figure 5: OLS and 2SLS estimates of the relationship between log(p)-log(p50) and log(min)-log(p50)
Male and female wage distribution, 1979-2007

Note: Estimates are the marginal effects of log(min. wage)-log(p50), evaluated at the hours-weighted average of log(min. wage)-log(p50) across 
states and years. Observations are state-year observations. 95% confidence interval is represented by the dashed lines. Panel A corresponds with 
column 1 of Table 2. Panel B corresponds with column 3 of Table 2. Panel C corresponds with column 3 of Table 3. Panel D corresponds with 
column 5 of Table 3.
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Note: Plots represent the actual and counterfactual changes in the 5th through 95th percentiles of the female wage 
distribution. Counterfactual changes are calculated by adjusting the 1979 wage distributions by the value of states' 
effective minima in 1988 and coefficients from OLS regressions (column 1 of Table 2) and 2SLS first-differenced 
regressions (column 5 of Table 3). 

Figure 6: Actual and counterfactual change in log(p)-log(p50)
Female wage distribution, 1979 to 1988
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Figure 7: Actual and counterfactual change in log(p)-log(p50)
Male wage distribution, 1979 to 1988

Note: Plots represent the actual and counterfactual changes in the 5th through 95th percentiles of the female wage 
distribution. Counterfactual changes are calculated by adjusting the 1979 wage distributions by the value of states' 
effective minima in 1988 and coefficients from OLS regressions (column 1 of Table 2) and 2SLS first-differenced 
regressions (column 5 of Table 3). 
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Note: Plots represent the actual and counterfactual changes in the 5th through 95th percentiles of the female wage 
distribution. Counterfactual changes are calculated by adjusting the 1979 and 2007 wage distributions by the value of 
states' effective minima in 1988 and coefficients from OLS regressions (column 1 of Table 2), 2SLS levels regressions 
with state trends (column 3 of Table 3), and 2SLS first-differenced regressions (column 5 of Table 3). 

Figure 8a: Actual and counterfactual change in log(p)-log(p50)
Male and female pooled wage distribution, 1979 to 1988

Figure 8b: Actual and counterfactual change in log(p)-log(p50)
Male and female pooled wage distribution, 1979 to 2007

-.2
-.1

0
.1

C
ha

ng
e 

in
 lo

g(
p)

-lo
g(

p5
0)

, 1
97

9-
19

88

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
Percentile

Actual change Cntfct. change, OLS

Cntfct. change, 2SLS (FE) Cntfct. change, 2SLS (FD)

-.2-.2
-.1-.1

00
.1.1

.2.2
C

ha
ng

e 
in

 lo
g(

p)
-lo

g(
p5

0)
, 1

97
9-

20
07

C
ha

ng
e 

in
 lo

g(
p)

-lo
g(

p5
0)

, 1
97

9-
20

07

00 55 1010 1515 2020 2525 3030 3535 4040 4545 5050 5555 6060 6565 7070 7575 8080 8585 9090 9595 100100
PercentilePercentile

Actual changeActual change Cntfct. change, OLSCntfct. change, OLS

Cntfct. change, 2SLS (FE)Cntfct. change, 2SLS (FE) Cntfct. change, 2SLS (FD)Cntfct. change, 2SLS (FD)



Figure 9 - Average difference between actual and latent percentiles
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Note: Deviations are averaged across all states and years. See text for description of how devs. are computed.



Figure 10 - Total effect, direct effect, and spillover effect of the minimum wage
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Note: Differences between the actual and latent pctiles, and the minimum wage and latent pctiles are averaged
across all states and years (1979-2007). The total effect is defined as the actual value of a pctile minus the estimated latent value.



Figure 11 - Total, direct, and spillover effects of the minimum wage in 1979 and 1988 on lower percentiles, by gender

0
.1

.2
0

.1
.2

1 10 20 30 40 50 1 10 20 30 40 50 1 10 20 30 40 50

1 10 20 30 40 50 1 10 20 30 40 50 1 10 20 30 40 50

1979, Female 1979, Male 1979, All

1988, Female 1988, Male 1988, All

Total Effect Direct Effect

Spillover

Percentile

Plots display the total effect of the minimum wage, and the total effect decomposed into the direct and spillover effects.
For some graphs, the total effect is difficult to view because the total and spillover effects overlap quite closely.



Figure 12 - Total, direct, and spillover effects of the minimum wage on the log(50)-log(10), by gender and year
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Plots display the total effect of the minimum wage, and the total effect decomposed into the direct and spillover effects.
For some graphs, the total effect is difficult to view because the total and spillover effects overlap quite closely.
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